A new algorithm to predict protein—protein binding sites using conservation of both protein surface structure and physical—chemical properties in structurally similar proteins is developed. Binding-site residues in proteins are known to be more conserved than the rest of the surface, and finding local surface similarities by comparing a protein to its structural neighbors can potentially reveal the location of binding sites on this protein. This approach, which has previously been used to predict binding sites for small ligands, is now extended to predict protein—protein binding sites. Examples of binding-site predictions for a set of proteins, which have previously been studied for sequence conservation in protein—protein interfaces, are given. The predicted binding sites and the actual binding sites are in good agreement. Our algorithm for finding conserved surface structures in a set of similar proteins is a useful tool for the prediction of protein—protein binding sites.

1. INTRODUCTION

The number of proteins, that are known to interact, grows much faster than the number of structures of protein complexes in the Protein Data Bank (PDB). This creates an opportunity for the development of computational approaches to predict binding sites on these proteins. The common strategy for predicting protein—protein binding sites is to analyze interfaces of a set of existing protein complexes and to determine parameters which differentiate a binding site from the rest of the protein surface. It is known that certain residues appear more often in interfaces than in the rest of the protein and that certain conserved residues, namely, hotspots, contribute the most to the binding free energy. A prediction model is usually constructed on a set of known protein—protein interfaces and is then used to predict binding sites for proteins excluded from this set. Approaches for predicting protein—protein binding sites can be divided into sequence and structural approaches. Among the latter, a combination of surface parameters can be used to calculate the probability of a surface patch forming protein—protein interactions. Support vector machines (SVMs) have been used to predict interaction sites, where a SVM is trained to distinguish between interacting and noninteracting surface patches using various surface properties. A similar structural method, which samples the surface and assigns a probability to be a part of an interface to each residue, is ProMate. Approaches where only sequences are used to predict protein—protein binding sites have also been reported. In both structural and sequence approaches, a set of interacting proteins is partitioned into the training set and test set. The methods are trained on the first set of proteins, and predictions are made for the test set. Docking methods have also been used to predict protein—protein interactions. For a review, see the literature.

Previously, it has been shown that binding-site residues of proteins are more conserved among proteins than the rest of the surface residues. Although it has been argued that sequence conservation is rarely sufficient for complete and accurate prediction of a protein—protein interface, other methods successfully predict protein—protein interactions on the basis of the conservation of sequence and structure. In this paper, we develop an algorithm which predicts protein—protein binding sites using conserved protein surface structure together with physical—chemical properties in structurally similar proteins. It is based on the idea that the most conserved part of the protein surface in terms of the physical—chemical properties must be related either to the binding of small endogenous ligands or to that of other proteins. To find the conserved part of the protein surface, the algorithm takes this query protein and compares it to one or more of its structural neighbors. We represent functional groups of the surface residues with labeled points (called also pseudocenters), which was previously used in a method to detect related functions among proteins. The main idea in that method is to detect functional relationships among proteins independent of a given sequence or fold homology, assuming that proteins with similar functions must have conserved recognition features, that is, common physical—chemical properties inside binding cavities for endogenous ligands. Being more flat, protein—protein interfaces are more difficult to detect than binding sites for small ligands. As opposed to the approach of Schmitt et al., who considered only protein cavities, our algorithm compares whole surfaces of proteins.

The algorithm is tested in predicting protein—protein binding sites on a set of protein complexes from the literature. Each protein complex in the set is split into its constituent chains, and one chain from each complex is compared with one or more of its structural neighbors. The surface that we find to be conserved in both the chain and its neighbor structure(s) is then predicted to be the binding site for the second chain in the complex. To verify the predicted binding site, we compare it against the actual binding site.

2. METHODS

Our algorithm for predicting protein—protein binding sites by protein structure conservation is schematically depicted
A. Generate the Two Surfaces and Replace Surface Atoms by Points with Labels. The algorithm begins with two protein structures and first extracts the solvent-accessible surface atoms of these two structures. An atom is counted as solvent-accessible if its surface is less than 1.1 Å from the surface of a sphere with a radius of 1.4 Å that is rolled as solvent-accessible if its surface is less than 1.1 Å from the surface of a sphere with a radius of 1.4 Å that is rolled over the atoms. The physical—chemical properties of the surface atoms for each of the two proteins are then encoded as points, p being from the first and r from the second protein, and all other points inside a radius of 6 Å are then calculated. Each of these nearby points adds 1 to the element $M_p^i$ of the matrix $M_p$, where index $i$ is the distance between this point and point p, multiplied by 4 and rounded to the closest, bigger integer number, and index $j$ is determined by the label of the considered point.

B. Calculate a Distance Matrix for Each Point to Represent Its Neighborhood Concisely. To each surface point $p$ for each of the two proteins, we calculate a distance matrix $M_p$, an $m \times n$ matrix, where $m$ is the number of columns and $n$ is the number of rows. Columns of this matrix with indices $i = 1, ..., m$, where $m = 24$, map distances between point $p$ and other points within a 6 Å sphere centered in the point $p$ onto a discretized range of 24 intervals, each of length 0.25 Å. Rows with indices $j = 1, ..., n$, where $n = 5$, correspond to the five labels ($AC = 1$, $DO = 2$, $ACDO = 3$, $AL = 4$, and $PI = 5$). We start by setting all elements of each matrix $M_p$ to zero. The distances between point $p$ and all other points inside a radius of 6 Å are then calculated. Each of these nearby points adds 1 to the element $M_p^i$ of the matrix $M_p$, where index $i$ is the distance between this point and point p, multiplied by 4 and rounded to the closest, bigger integer number, and index $j$ is determined by the label of the considered point. This discretizes each distance into 0.25 Å-long intervals, which, in our tests, proves to be an adequate approximation. A problem which arises from the discretization is that any two points with very similar distances from points $p$ and $r$, for example, 0.99 Å and 1.01 Å, can be mistakenly put into different but neighboring matrix elements, for example, $M_p^i$ and $M_r^j$, and when comparing two such matrices, one can treat them as different when in fact they are not. To make matrices less discrete, we add to each element $M^i_j$ a fraction of the values from the two neighboring elements $M^i_{j-1}$ and $M^i_{j+1}$. New matrix elements are calculated as $M^i_j = 0.25 \times M^i_{j-1} + 0.75 \times M^i_j + 0.25 \times M^i_{j+1}$, where $i$ runs from 1 to $m$ and $j$ from 1 to $n$.

C. Find Similar Surface Points by Comparing Each Point from Protein 1 with Each Point from Protein 2. In the next step, we compare each point from the first protein with each point from the second protein. Two points are similar if their labels and their distance matrices match. Since their matrices match, such a pair of points represents a surface patch that is similar in both proteins in terms of common physical—chemical properties. We calculate the similarity of two matrices $M_p$ and $M_r$, where $p$ and $r$ are points, $p$ being from the first and $r$ from the second protein, as

\[
\text{similarity} = \begin{cases} 
0 & \text{if } S = 0 \text{ and } W = 0 \\
0 & \text{if } S = W \neq 0 \\
W & \text{if } S = 0 \text{ and } W \neq 0 \\
W/S & \text{otherwise}
\end{cases}
\]

where $S = \sum_{1\ldots m \cdot 1\ldots n} |M_p^i - M_r^j|$ and $W = \sum_{1\ldots m \cdot 1\ldots n} (M_p^i + M_r^j)$. The number of columns $m$ and the number of rows $n$ is the number of labels and number of points, respectively.
same as in the previous step. Higher values of this parameter correspond to a greater similarity.

D. Generate a Product Graph around Each Pair of Similar Points. We generate one product graph for each pair of similar points \((p, r)\), where \(p\) is from the first and \(r\) is from the second protein, for which we calculated in the previous step that similarity > 2.8. A product graph consists of a set of vertices, where each vertex is a pair of similar points, and a set of edges connecting these vertices. Besides vertex \((p, r)\), other vertices in this product graph are all pairs of points \((p_i, r)\); again, \(p_i\) is from the first and \(r\) is from the second protein, which have similarity > 1.9 and both distance\(d(p, p_i)\) and distance\(d(r, r)\) within 12 Å. We then connect each two vertices of a product graph \((p_i, r)\) and \((p_j, r)\) by an edge if \(|d(p_i, p_j) - d(r, r)| < 0.5\ Å.

E. Find a Maximum Clique in Each Product Graph. Product graphs are taken one by one, and each is searched for a maximum clique. A clique is a subgraph of a graph in which each vertex is connected to all other vertices. A maximum clique in a product graph generated with the above rules corresponds to a surface patch that is common to both proteins.18,19

F. Calculate the Rotation and Translation of Protein 1 to Protein 2 for Each Maximum Clique Found. We rotate and translate points of the common surface patch on the first protein, so that they are aligned with the points of the common surface patch on the second protein.20 We repeat this for each maximum clique found.

G. Join Cliques that Give Similar Transformations into Clusters. We join maximum cliques with similar rotation matrices and translation vectors into clusters. Each cluster represents a larger similarity in shape and physical–chemical properties of the two protein surfaces.

H. Sort Clusters by Their Size (Number of Aligned Points) and Their Root-Mean-Squared Deviation (RMSD). Finally, we sort the list of clusters with respect to their size and the RMSD of the two sets of aligned points. We output the clusters, for each cluster the two sets of aligned points, their corresponding two sets of residues, and rotation matrix/translation vector. In this study, we use only the residues from the first and largest cluster in the list, which gives the best prediction of a binding site.

3. RESULTS

Our algorithm for finding conserved regions on protein surfaces was tested for predicting protein–protein binding sites on a set of protein complexes partially adapted from the literature14 and augmented with our own test proteins. This set was chosen because it has been used by other authors to study the conservation of protein–protein interface sequences. Instead of the sequences, we studied conservation of the interface structures, which we also extended to predictions of binding sites. The algorithm, shown in Figure 1, is used. From start to finish, this algorithm took <10 s on a 1.6 GHz AMD Opteron processor.

Each complex in the set was split into its constituent chains. We then compared one of the chains to one or more of this chain’s structural neighbors. The surface that was conserved (the first cluster of residues or its part) in both the chain and its neighbor structures was then predicted to be the binding site for a second chain. The predicted binding-site residues were then compared with the actual binding-site residues, which we extracted from each protein complex. We used the definition of an interface to be the region between two polypeptide chains that are not covalently linked.

Two residues were defined as being a part of the protein–protein interface if the distance between any two atoms of the two residues from different chains was less than the sum of their van der Waals radii plus 3.0 Å. This is more than 0.5 Å as used by other authors,21 which we found to be too limiting. As the conservation of residues is not limited only to direct contacting residues, we also wanted to sample nearby residues, which provide a structural scaffold to the interface and may also be predicted with our algorithm.

The agreement of predicted binding sites with the actual binding sites was measured with specificity and sensitivity, which are standard measures used in this field.10 Specificity indicates the proportion of the predicted residues that are also interface residues and is defined as specificity = the number of predicted residues in the actual interface/number of predicted residues. Sensitivity tells us the proportion of the interface that was predicted. It is defined as sensitivity = number of predicted residues in the actual interface/number of interface residues.

The polypeptide chain for which we predicted the binding site was compared to one or more of its structural neighbors. A list of structural neighbors was provided by the VAST (vector alignment search tool) Web page, which offers structure–structure alignments of publicly available protein structures.22 We used a medium redundancy list to avoid too similar structures which would give biased predictions. All of the protein structures in the list share some sequence identity (%ID = 0–100) with the polypeptide chain for which the prediction is performed. Our program settings are tuned to find similarities in proteins with fair sequence identity, so we used proteins from the list with %ID = 20–50. We also took care that the alignments stretched over whole sequences. The results of the protein–protein binding-site predictions are shown in Table 2.

Chain A of the phycobiliprotein allophycocyanin (1allA) forms an interface with chain B. To predict the binding site on chain A, we compared this chain with each of its top structural neighbors in the list. All share %ID = 30–38 sequence identity with chain A. Their PDB codes with chain identifiers, together with the specificity and the sensitivity of the predicted binding sites, are 1kn1B (24%, 29%), 1jboA (33%, 63%), 2c71A (74%, 33%), 2bv8A (69%, 42%), and 1b8dA (26%, 47%). These results are presented in Table 2. The conserved residues of all five predicted binding sites were then mapped onto the surface of chain A of the protein in question in an effort to improve the specificity and the sensitivity. This time we counted a residue to be a part of the binding site if it was conserved in at least four structural neighbors. This prediction is shown in Table 2. The predicted conserved surface contains a separate binding site for the chromophore, which reduces the specificity of this prediction.

An interesting case is chain A in the coagulation factor X (1hcgA) from the superfamily of trypsin-like serine proteases. It is known that the active site in this family is very well conserved. When we compared chain A with the first protein in the list of structural neighbors (1q3xA), we found two distinct conserved surface patches. The first patch
overlaps with the actual binding site for chain B. The second conserved surface patch overlaps with the protein’s active site. The specificity and the sensitivity of the predicted protein—protein binding site are shown in Table 2.

The interface between chains A and B in luciferase (1luc) is big and flat, extending one whole side of each chain. Two distinct surface patches, with 95 and 11 residues, are found in the first cluster. The larger of the two overlaps with the binding site for chain B on chain A. The results are presented in Table 2.

The calmodulin-dependent phosphatase (1tcO) is known to interact with several different proteins. We compare chain B (1tcOB) with each of the first three proteins in the list of structural neighbors with %ID = 30–45. Their PDB codes and chain identifiers, together with the specificity and the sensitivity of the predicted binding sites, are 2ct9B (47%, 29%), 2dguA (39%, 55%), and 1uhnA (67%, 16%). These results are again presented in Table 2. In this case, the protein—protein binding site partially overlaps with the active site, which may also contribute to good conservation of this region.

We used our algorithm to predict binding sites on the two chains involved in transient complexes, the Grb2 SH3 domain (1azeA) and chymotrypsin inhibitor 2a (1lw6I). We compared chain A (1azeA) with three of its structural neighbors and mapped the conserved residues onto the surface of this chain. The PDB codes and the chain identifiers of the first, second, and third structural neighbor, together with the specificity and sensitivity of each prediction, are 1jegA (45%, 60%), 1e6hA (40%, 67%), and 1ju5C (46%, 80%), respectively. This mapping of the surface is shown in Figure 2 in which panels a and b show the surface of 1azeA mapped with the residues which are conserved in both the query protein and its first structural neighbor. In panels c and d, the residues that are conserved in the query protein and the first two structural neighbors have been mapped. Finally, in panels e and f, the residues that are conserved in each of the four proteins, including the third structural neighbor (1ju5C), were again mapped, and residues which were conserved in all four proteins (red) were predicted to be in the binding site. The residues that are conserved in all four proteins are colored red; those conserved in only three of the proteins are colored orange, and the ones conserved

<table>
<thead>
<tr>
<th>PDB code and chain compared against</th>
<th>interface size (no. of residues)</th>
<th>predicted interface size (no. of residues)</th>
<th>specificity (%)</th>
<th>sensitivity (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heterodimer</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1lallA</td>
<td>1kn1B</td>
<td>43</td>
<td>88</td>
<td>24</td>
</tr>
<tr>
<td>1lallA</td>
<td>1jboA</td>
<td>43</td>
<td>83</td>
<td>33</td>
</tr>
<tr>
<td>1lallA</td>
<td>2c71A</td>
<td>43</td>
<td>19</td>
<td>74</td>
</tr>
<tr>
<td>1lallA</td>
<td>2b8hA</td>
<td>43</td>
<td>26</td>
<td>69</td>
</tr>
<tr>
<td>1lallA</td>
<td>1kn1B&amp;1jboA&amp;2c71A&amp;2b8hA&amp;1b8hA</td>
<td>32</td>
<td>49</td>
<td>37</td>
</tr>
<tr>
<td>1tcoB</td>
<td>1jegA</td>
<td>15</td>
<td>20</td>
<td>63</td>
</tr>
<tr>
<td>1lucB</td>
<td>1b8hA</td>
<td>40</td>
<td>146</td>
<td>16</td>
</tr>
<tr>
<td>1tcOB</td>
<td>2ct9B</td>
<td>62</td>
<td>32</td>
<td>35</td>
</tr>
<tr>
<td>1tcOB</td>
<td>1dhgA</td>
<td>62</td>
<td>87</td>
<td>39</td>
</tr>
<tr>
<td>1tcOB</td>
<td>1uhnA</td>
<td>62</td>
<td>15</td>
<td>67</td>
</tr>
<tr>
<td>1tcOB</td>
<td>2ct9B&amp;1dhgA&amp;1uhnA</td>
<td>62</td>
<td>94</td>
<td>41</td>
</tr>
<tr>
<td>Homodimer</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1bncA</td>
<td>1le6hA</td>
<td>15</td>
<td>20</td>
<td>63</td>
</tr>
<tr>
<td>1bncA</td>
<td>1le6hA</td>
<td>15</td>
<td>25</td>
<td>40</td>
</tr>
<tr>
<td>1daaA</td>
<td>1ju5C</td>
<td>15</td>
<td>26</td>
<td>46</td>
</tr>
<tr>
<td>1daaA</td>
<td>1ju5C&amp;1le6hA&amp;1ju5C</td>
<td>15</td>
<td>8</td>
<td>63</td>
</tr>
<tr>
<td>Transient</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1azeA</td>
<td>1jegA</td>
<td>15</td>
<td>18</td>
<td>61</td>
</tr>
</tbody>
</table>

* Each chain is assigned a code that consists of the PDB code and the identifier of the chain that was used in structural comparison.
Figure 2. In panels a, c, and e, the front and, in b, d, and f, the back side of chain A (1azeA) forming the interface with chain B (line representation) are shown. Chain A was compared with an increasing number of its structural neighbors: (a and b) with one (1jegA); (c and d) with two (1jegA and 1e6hA); (e and f) with three (1jegA, 1e6hA, and 1ju5C). The conserved residues are mapped on the surface of 1azeA; residues, which are conserved in 1azeA and one, two, or three of its structural neighbors, are colored yellow, orange, and red, respectively.

in only two of the proteins are yellow. From Figure 2, we observe that, by increasing the number of compared structural neighbors, the conserved surface corresponds better to the actual binding site (specificity is 63%) than when taking each of the single comparisons. These results, together with the results for the chymotrypsin inhibitor 2a (1lw6I), are shown in Table 2.

4. CONCLUSIONS

We describe an algorithm which predicts the protein–protein binding site in a protein by finding the most conserved surface between this protein and one or more of its structural neighbors. Our algorithm differs from others in that only the structure of a protein and a couple of its structural neighbors is needed. This approach may give more unbiased predictions of protein–protein binding sites than predictions obtained by other methods, which are trained on a set of existing interfaces. Since it uses a different paradigm, our approach may be best when used in combination with these methods. Our algorithm can also be used to reduce the search space of docking algorithms and can provide new targets for potential inhibitors of protein–protein interactions.
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